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Parks-­‐McClellan	
  Algorithm	
  
The	
  Parks-­‐McClellan	
  Algorithm	
  is	
  a	
  computer	
  method	
  to	
  find	
  the	
  unit	
  sample	
  response	
  h(n)	
  for	
  an	
  
op=mum	
  FIR	
  filter	
  that	
  sa=sfies	
  the	
  condi=ons	
  of	
  the	
  Alterna=on	
  Theorem.	
  	
  	
  
The	
  method	
  used	
  by	
  the	
  Parks-­‐McClellan	
  Algorithm	
  is	
  summarized	
  below:	
  
	
  
Let	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  denote	
  the	
  desired	
  frequency	
  response	
  over	
  the	
  specified	
  disjoint	
  frequency	
  intervals.	
  	
  Also	
  
let	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  denote	
  the	
  frequency	
  response	
  for	
  the	
  op=mum	
  approxima=on.	
  	
  	
  
	
  	
  
Then,	
  because	
  of	
  the	
  Alterna=on	
  Theorem,	
  we	
  	
  know	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  will	
  sa=sfy	
  the	
  following	
  set	
  of	
  equa=ons:	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
	
  
	
  
Dividing	
  both	
  sides	
  by	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  gives	
  
	
  
	
  
	
  
which	
  can	
  also	
  be	
  expressed	
  as	
  
	
  
	
  
In	
  matrix	
  form,	
  this	
  can	
  be	
  expressed	
  as	
  
	
  
	
  	
  
	
  
	
  
	
  
	
  

 Hd(e
jω )

 Ae(ejω )

 Ae(ejω )

 W(ω i )[Hd(e
jω

i ) − Ae(e
jω

i )] = (−1)i+1δ,    i =1,2,...,(L+2).

 W(ω i )

[Hd(e
jω

i ) − Ae(e
jω

i )] = 1
W(ω i)

(−1)i+1δ,    i =1,2,...,(L+2)

 
Hd(e

jω
i ) = Ae(e

jω
i ) + 1

W(ω i )
(−1)i+1δ ,       i =1,2,...,(L+2).

(equa=on	
  7.112)	
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where	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  .	
  	
  
	
  
The	
  frequencies	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  ,	
  are	
  the	
  frequencies	
  where	
  alterna=ons	
  occur.	
  
Based	
  on	
  the	
  above	
  set-­‐up,	
  the	
  Parks-­‐McClellan	
  Algorithm	
  uses	
  the	
  following	
  steps	
  to	
  find	
  the	
  
op=mum	
  filter:	
  
	
  
Step	
  1.	
  	
  Guess	
  the	
  values	
  of	
  the	
  frequencies,	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  where	
  the	
  alterna=ons	
  will	
  
occur.	
  	
  (The	
  frequencies	
  	
  	
  	
  	
  	
  and	
  	
  	
  	
  	
  	
  	
  	
  are	
  fixed,	
  and	
  must	
  be	
  included	
  as	
  part	
  of	
  the	
  above	
  set.)	
  
Step	
  2.	
  	
  Solve	
  for	
  	
  	
  	
  ,	
  the	
  approxima=on	
  error	
  at	
  the	
  "guessed"	
  alterna=on	
  frequencies	
  	
  	
  	
  	
  using	
  
	
  
	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  (equa=on	
  7.114)	
  	
  

  

1   x1   x1
2             x1

L    1
W(ω1)

1   x2   x2
2            x2

L    -1
W(ω2)



1   xL+2   xL+2
2        xL+2

L    (-1)L+2

W(ωL+2)

⎡

⎣

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

a0

a1


aL

δ

⎡

⎣

⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥

=

Hd(e
jω1)

Hd(e
jω2 )


Hd(e
jωL+2 )

⎡

⎣

⎢
⎢
⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥
⎥
⎥

 xi = cosω i

ω i,    i =1,2,,L+2

ω i,    i = 1,2,,L+2,

δ  ω i

 

δ =
bk

k=1

L+2

∑ Hd(e
jωk )

bk(−1)
k+1

W(ωk )k=1

L+2

∑

 ωsωp
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where	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  (equa=on	
  7.115)	
  
	
  
where	
  again	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  .	
  	
  	
  	
  
	
  
Now	
  assume	
  that	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  for	
  all	
  	
  	
  	
  	
  	
  in	
  the	
  passband	
  (	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  )	
  and	
  that	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  for	
  all	
  	
  	
  	
  	
  
in	
  the	
  stopband	
  (	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  ).	
  	
  
	
  
At	
  the	
  current	
  values	
  of	
  the	
  alterna=on	
  frequencies	
  	
  	
  	
  	
  	
  	
  the	
  current	
  version	
  of	
  the	
  filter	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
will	
  then	
  sa=sfy	
  the	
  following:	
  	
  
	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  for	
  	
  	
  	
  
and	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
	
  
	
  
	
  

 

bk = 1
(xk − xi)i=1

i≠k

L+2

∏

 xi = cosω i

 W(ωk ) = 1/ K  ω i  0 ≤ ω i ≤ ωp  W(ωk ) = 1  ω i

 ωs ≤ ω i ≤ π

 ω i  Ae(ejω )

 Ae(e
jω i ) = 1± Kδ  0 ≤ ω i ≤ ωp

 Ae(e
jω i ) = ±δ ωs ≤ ω i ≤ π.for	
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Step	
  3.	
  	
  Use	
  the	
  Lagrange	
  interpola=on	
  formula	
  to	
  calculate	
  the	
  value	
  of	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  over	
  a	
  fine-­‐grain	
  
of	
  frequencies	
  between	
  the	
  ini=al	
  set	
  of	
  	
  	
  	
  	
  	
  	
  	
  	
  values,	
  using	
  
	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  (equa=on	
  7.116a)	
  	
  
	
  
	
  
	
  
where	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  and	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  (equa=on	
  7.116b)	
  	
  
	
  
	
  
and	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  (equa=on	
  7.116c)	
  	
  
	
  
	
  

 Ae(ejω )

Ae(e
jω) = P(cosω) =

[dk / (x − xk)]Ck
K=1

L+1

∑

[dk / (x − xk)]
K=1

L+1

∑

 x = cosω  xi = cosω i

 
Ck = Hd(e

jω ) − (−1)k+1δ
W(ωk )

 ω i

dk = 1
(xk − xi)i=1

i≠k

L+1

∏ = bk(xk − xL+2).

and	
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If,	
  in	
  the	
  calcula=on	
  of	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  over	
  a	
  dense	
  set	
  of	
  frequencies,	
  it	
  is	
  found	
  that	
  the	
  weighted	
  
approxima=on	
  error	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  ,	
  which	
  is	
  defined	
  as	
  
	
  
	
  
sa=sfies	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  at	
  all	
  frequencies	
  in	
  the	
  specified	
  disjoint	
  frequency	
  intervals,	
  then	
  the	
  
op=mum	
  filter	
  has	
  been	
  found	
  and	
  the	
  design	
  process	
  stops.	
  	
  Otherwise,	
  the	
  following	
  step	
  is	
  
implemented:	
  
	
  
Step	
  4.	
  	
  Repeat	
  the	
  above	
  process,	
  star=ng	
  at	
  step	
  2,	
  but	
  this	
  =me	
  using	
  new	
  "guesses"	
  of	
  the	
  
alterna=on	
  frequencies:	
  	
  This	
  =me	
  set	
  the	
  guesses	
  equal	
  to	
  the	
  frequencies	
  where	
  the	
  
previous	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  had	
  the	
  largest	
  L+2	
  error	
  peaks,	
  as	
  determined	
  in	
  step	
  3.	
  	
  (As	
  before,	
  	
  	
  	
  	
  	
  	
  and	
  	
  
must	
  be	
  included	
  in	
  this	
  set.)	
  	
  	
  
The	
  following	
  figure	
  demonstrates	
  Steps	
  3	
  and	
  4	
  at	
  an	
  intermediate	
  cycle	
  of	
  the	
  above	
  process:	
  
	
  

 Ae(ejω )
 E(ω)

 E(ω) = W(ω)[Hd(e
jω ) − Ae(e

jω )]

 | E(ω) |  ≤  | δ |

 Ae(ejω )  ωp  ωs

Figure	
  7.49	
  	
  Illustra=on	
  of	
  the	
  
Parks-­‐McClellan	
  algorithm	
  for	
  
equiripple	
  approxima=on.	
  

5	
  



The	
  above	
  steps	
  are	
  repeated	
  un=l	
  the	
  extremal	
  points	
  	
  	
  	
  	
  	
  do	
  not	
  change	
  by	
  more	
  than	
  some	
  
small	
  prescribed	
  amount	
  from	
  the	
  previous	
  itera=on.	
  	
  
The	
  following	
  flow	
  chart	
  gives	
  another	
  view	
  of	
  the	
  itera=ve	
  process	
  used	
  to	
  find	
  the	
  op=mum	
  
filter:	
  
	
  

 ω i

Figure	
  7.50	
  Flowchart	
  of	
  
Parks-­‐McClellan	
  algorithm	
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A`er	
  the	
  above	
  process	
  has	
  converged,	
  the	
  values	
  of	
  h(n),	
  which	
  are	
  also	
  the	
  coefficients	
  of	
  the	
  
resul=ng	
  filter,	
  can	
  be	
  found	
  as	
  follows:	
  
Step	
  1.	
  	
  Evaluate	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  at	
  R	
  equally	
  spaced	
  samples:	
  
	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  where	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  ,	
  using	
  the	
  interpola=on	
  formula	
  of	
  step	
  3	
  above.	
  	
  	
  
	
  
Step	
  2.	
  Take	
  the	
  inverse	
  DFT	
  of	
  the	
  R	
  samples	
  of	
  step	
  1.	
  	
  The	
  first	
  M	
  outputs	
  of	
  the	
  IDFT	
  are	
  the	
  
desired	
  	
  	
  	
  	
  	
  	
  	
  for	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  .	
  	
  	
  
(See	
  the	
  figure	
  below	
  from	
  Chapter	
  8	
  that	
  relates	
  to	
  how	
  we	
  obtain	
  the	
  final	
  values	
  for	
  h(n).)	
  	
  	
  	
  	
  	
  
	
  
	
  	
  

 H(ejω ) = Ae(e
jω )e− jωM/2

 
ωk = k 2π

R ,        0 ≤ k ≤ R-1

 R ≥ M

  h(n)  0 ≤ n ≤ M
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Characteris=cs	
  of	
  Op=mum	
  FIR	
  Filters	
  
The	
  Parks-­‐McClellan	
  Algorithm	
  finds	
  the	
  op=mum	
  filter	
  (the	
  one	
  that	
  minimizes	
  the	
  maximum	
  
weighted	
  approxima=on	
  error)	
  where	
  the	
  values	
  of	
  	
  	
  	
  	
  	
  ,	
  	
  	
  	
  	
  	
  ,	
  and	
  M	
  (the	
  filter	
  order)	
  are	
  fixed.	
  	
  	
  
It	
  is	
  interes=ng	
  to	
  note	
  that	
  the	
  size	
  of	
  the	
  resul=ng	
  approxima=on	
  error	
  varies	
  with	
  	
  	
  	
  	
  	
  for	
  the	
  
case	
  where	
  the	
  transi=on	
  width	
  and	
  the	
  error	
  weigh=ng	
  func=on	
  are	
  fixed,	
  as	
  shown	
  in	
  the	
  figure	
  
below:	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  
The	
  cases	
  where	
  local	
  minima	
  occur	
  in	
  the	
  above	
  figure	
  correspond	
  to	
  	
  "extra	
  ripple"	
  cases,	
  
which	
  have	
  L+3	
  alterna=ons	
  instead	
  of	
  L+2.	
  
	
  

 ωs  ωp

 ωp

Figure	
  7.51	
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It	
  is	
  also	
  interes=ng	
  to	
  note	
  from	
  the	
  figure	
  that	
  increasing	
  the	
  filter	
  order	
  (e.g.,	
  from	
  M	
  =	
  9	
  to	
  M	
  
=	
  10)	
  may	
  not	
  reduce	
  the	
  approxima=on	
  error,	
  for	
  some	
  sets	
  of	
  design	
  parameters.	
  	
  	
  
The	
  reason	
  this	
  can	
  happen	
  is	
  that	
  even-­‐order	
  filters	
  are	
  Type	
  I	
  filters	
  while	
  odd-­‐order	
  filters	
  are	
  
Type	
  II	
  filters,	
  which	
  are	
  fundamentally	
  different.	
  	
  
	
  However,	
  the	
  performance	
  of	
  any	
  Type	
  I	
  filters	
  can	
  be	
  improved,	
  for	
  any	
  set	
  of	
  parameters,	
  by	
  
increasing	
  its	
  order	
  by	
  2	
  (to	
  the	
  next	
  available	
  order	
  for	
  Type	
  I).	
  	
  	
  
The	
  same	
  is	
  true	
  for	
  Type	
  II	
  filters.	
  
	
  
For	
  op=mum	
  FIR	
  filters,	
  it	
  has	
  been	
  determined	
  that	
  the	
  order	
  required	
  to	
  meet	
  a	
  set	
  of	
  design	
  
requirements	
  can	
  be	
  approximated	
  by	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  where	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  .	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  (equa=on	
  7.117)	
  	
  
	
  
If	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  ,	
  	
  this	
  es=mate	
  for	
  M	
  becomes	
  
	
  
	
  
In	
  order	
  to	
  compare	
  performance	
  with	
  a	
  filter	
  designed	
  using	
  the	
  Kaiser	
  window,	
  	
  let	
  
Then	
  the	
  es=mated	
  value	
  of	
  M	
  for	
  the	
  op=mum	
  filter	
  becomes:	
  
	
  
	
  
	
  

 
M =

−10log10 δ1δ2 −13
2.324Δω

 Δω = ωs − ωp

 δ1 = δ2 = δ

M =
−20log10 δ −13

2.324Δω
.

 A0 = −20log10 δ

MO =
A0 −13
2.324Δω

.

9	
  



Expressing	
  	
  	
  	
  	
  	
  in	
  terms	
  of	
  the	
  filter	
  order	
  gives:	
  
	
  
	
  
Recall	
  for	
  the	
  Kaiser	
  window	
  method,	
  the	
  es=mate	
  for	
  the	
  required	
  filter	
  order	
  was	
  
	
  
	
  
so	
  that	
  for	
  the	
  Kaiser	
  window	
  method:	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  .	
  
	
  
	
  
If	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  ,	
  then	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  .	
  
	
  
Op=mum	
  Bandpass	
  Filters	
  
•	
  Band-­‐pass	
  filters	
  can	
  have	
  >	
  L	
  +	
  3	
  alterna=ons	
  
•	
  In	
  band-­‐pass	
  filters,	
  local	
  extrema	
  can	
  occur	
  in	
  transi=on	
  regions.	
  
	
  
Example	
  
The	
  desired	
  frequency	
  response	
  is	
  
	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
	
  
	
  	
  
	
  

 A0

A0 = 2.324(Δω)MO +13  db.

 
MK =

AK − 8
2.285Δω

AK = 2.285(Δω)MK + 8  db.

 MO = MK  A0 ≈ AK +5

 

Hd(e
jω ) =

0,        0 ≤ ω ≤ .3π  
1,     .35π ≤ ω ≤ .6π
0,     .7π ≤ ω ≤ π  

⎧

⎨
⎪

⎩
⎪

(equa=on	
  7.124)	
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with	
  the	
  following	
  weigh=ng	
  func=on:	
  
	
  
	
  
	
  
Therefore	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  ,	
  and	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  .	
  
If	
  we	
  select	
  the	
  filter	
  order	
  as	
  M	
  =	
  74,	
  the	
  corresponding	
  value	
  of	
  L	
  is	
  L	
  =	
  (M/2)	
  =	
  37.	
  
According	
  to	
  the	
  Alterna=on	
  Theorem,	
  the	
  op=mum	
  filter	
  must	
  have	
  at	
  least	
  L	
  +	
  2	
  =	
  39	
  
alterna=ons.	
  	
  	
  	
  
The	
  filter	
  whose	
  frequency	
  response	
  is	
  shown	
  in	
  the	
  figure	
  below	
  has	
  39	
  alterna=ons	
  and	
  is	
  
therefore	
  op=mum;	
  however,	
  this	
  filter	
  would	
  be	
  unacceptable	
  due	
  to	
  the	
  non-­‐monotonic	
  
response	
  in	
  the	
  transi=on	
  region.	
  	
  	
  
(The	
  kind	
  of	
  characteris=c	
  is	
  not	
  ruled	
  out	
  by	
  the	
  statement	
  of	
  the	
  Alterna=on	
  Theorem.)	
  
	
  
	
  

 

W(ejω ) =
1,        0 ≤ ω ≤ .3π  
1,     .35π ≤ ω ≤ .6π
.2,     .7π ≤ ω ≤ π  

⎧

⎨
⎪

⎩
⎪

 δ1 = δ2  δ3 = 5δ1

Figure	
  7.56	
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Example:	
  	
  	
  (Compensa=on	
  for	
  Zero-­‐Order	
  Hold)	
  
Recall	
  from	
  Chapter	
  4	
  the	
  structure	
  for	
  a	
  system	
  which	
  has	
  an	
  con=nuous	
  =me	
  input	
  and	
  output,	
  
but	
  which	
  implements	
  filtering	
  using	
  discrete-­‐=me	
  processing:	
  
	
  
	
  
	
  
	
  
	
  
An	
  ideal	
  D/C	
  converter	
  using	
  an	
  impulse	
  generator	
  and	
  an	
  ideal	
  analog	
  reconstruc=on	
  filter	
  is	
  
shown	
  in	
  the	
  figure	
  below:	
  
	
  

	
  

Figure	
  4.10	
  Discrete-­‐=me	
  processing	
  
of	
  con=nuous-­‐=me	
  signals.	
  

Figure	
  4.7	
  

12	
  



In	
  prac=ce,	
  D/C	
  conversion	
  is	
  typically	
  implemented	
  using	
  a	
  zero-­‐order	
  hold	
  system,	
  followed	
  by	
  
an	
  modified	
  analog	
  reconstruc=on	
  filter.	
  	
  
	
  For	
  this	
  method,	
  the	
  Fourier	
  Transform	
  of	
  the	
  con=nuous	
  =me	
  output	
  is	
  
	
  
	
  
where	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  is	
  the	
  response	
  of	
  the	
  zero-­‐order	
  hold	
  system	
  and	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  is	
  the	
  response	
  of	
  the	
  
modified	
  analog	
  reconstruc=on	
  filter.	
  
We	
  have	
  seen	
  that	
  a	
  zero-­‐order	
  hold	
  can	
  be	
  modeled	
  as	
  	
  
	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  where	
  	
  
	
  	
  
	
  
	
  
	
  
	
  

  Y(jΩ)=X(ejΩT )H(ejΩT )H0( jΩ) Hr( jΩ)

 H0( jΩ)   
Hr( jΩ)

 
h0(t)=

1,       0 ≤ t ≤ T
0,       all other t

⎧
⎨
⎩
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Therefore,	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  can	
  be	
  found	
  as	
  follows:	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  
	
  
The	
  figures	
  below	
  shows	
  the	
  frequency	
  response	
  for	
  the	
  zero-­‐order	
  hold	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  and	
  the	
  
frequency	
  response	
  for	
  the	
  modified	
  reconstruc=on	
  filter	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  .	
  	
  
The	
  product	
  of	
  these	
  approximates	
  the	
  ideal	
  interpola=ng	
  filter,	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  .	
  
	
  	
  
	
  
	
  

 H0( jΩ)

 
H0( jΩ) = h0(t)e

-jΩt dt
−∞

∞

∫

 
 = 1⋅ e-jΩt dt

0

T

∫   =   e-jΩt

-jΩ 0

T

=  1-e-jΩT

jΩ

e-jΩT
2 ejΩT

2 - e-jΩT
2

jΩ

⎛

⎝

⎜
⎜
⎜

⎞

⎠

⎟
⎟
⎟
    =    e-jΩT

2
2sin ΩT

2
⎛

⎝⎜
⎞

⎠⎟

Ω
.

 H0( jΩ)

  
Hr( jΩ)

 Hr( jΩ)

Figure	
  4.63	
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Note	
  that	
  the	
  above	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  can	
  be	
  expressed	
  mathema=cally	
  as	
  
	
  
	
  
	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  and	
  
	
  
	
  
Another	
  way	
  to	
  compensate	
  for	
  non-­‐uniform	
  frequency	
  response	
  of	
  the	
  zero-­‐order	
  hold	
  would	
  
be	
  to	
  build	
  the	
  compensa=on	
  into	
  the	
  internal	
  digital	
  filter.	
  	
  	
  
For	
  example,	
  we	
  could	
  modify	
  the	
  original	
  digital	
  filter	
  having	
  frequency	
  response	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  with	
  a	
  
modified	
  digital	
  filter	
  having	
  response	
  of	
  	
  
	
  
	
  
where	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  represents	
  the	
  desired	
  response	
  of	
  the	
  original	
  digital	
  filter.	
  	
  In	
  this	
  case,	
  the	
  ideal,	
  
flat-­‐passband,	
  analog	
  reconstruc=on	
  filter	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  could	
  be	
  used	
  for	
  the	
  final	
  step.	
  
	
  
When	
  the	
  desired	
  overall	
  filter	
  is	
  a	
  low-­‐pass	
  filter,	
  we	
  could	
  use	
  the	
  Parks-­‐McClellan	
  algorithm	
  to	
  
design	
  a	
  filter	
  having	
  the	
  following	
  target	
  frequency	
  response:	
  
	
  
	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  (equa=on	
  7.123)	
  	
  
	
  

| Hr(jΩ) |

Hr( jΩ) =

ΩT
2

⎛
⎝⎜

⎞
⎠⎟

sin ΩT
2

⎛
⎝⎜

⎞
⎠⎟

,   |Ω| < π
T

 H(ejΩT )

  
Hd(e

jΩT ) = ΩT / 2
sin(ΩT / 2)

H(ejΩT )

 H(ejΩT )

 Hr( jΩ)

Hd(e
jω) =

ω / 2
sin(ω / 2)

,       0  ≤  ω ≤  ωp

0,                   ωs ≤ ω ≤ π

⎧

⎨
⎪

⎩
⎪

  
Hr ( jΩ) = 0,   |Ω| > π

T
.
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The	
  figure	
  below	
  shows	
  the	
  frequency	
  response	
  for	
  filter	
  of	
  this	
  type,	
  where	
  	
  
	
  
 ωp = 0.4π        ωs = 0.6π           δ1 = 0.01          δ2 = 0.001 

Figure	
  7.55	
  	
  Op=mum	
  
D/A-­‐compensated	
  lowpass	
  filter	
  for	
  

 ωp = 0.4π,ωs = 0.6π,K = 10,and
M=28.	
  	
  (a)	
  Impulse	
  response	
  	
  (b)	
  Log	
  	
  
magnitude	
  of	
  the	
  frequency	
  response.	
  
(c)	
  Magnitude	
  response	
  in	
  passband.	
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