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Abstract

With the growing access to heterogeneous and
independent data repositories, determining the sgima
difference of two ontologies is critical in infortan
retrieval, information integration and semantic web
services. In this paper, we develop a web serfdace
ontology comparison based on our proposed senses
refinement algorithm, which builds a senses set to
accurately represent the semantics of the inpudlogy.
The senses refinement algorithm automatically exsra
senses from the electronic lexical database WordNet
(locally installed or online), removes unnecesssepses
based on the relationship among the entity clas$d¢ke
ontology, and specifies relations and constraintdhe
concepts in the refined senses set. The sengesmeit
converts the measurement of ontology difference int
simple set operations based on set theory, thusress
the efficiency and accuracy of the ontology conyguani
Our experimental studies show that the proposedesen
refinement algorithm outperforms the naive algaritin
terms of efficiency and accuracy. We believe oeb w
service is the first available online measuremeot for
ontology comparison.

1. Introduction

The growth of World Wide Web as a knowledge
repository has invigorated research for automatic
extraction of knowledge from the Web. Recent ssdi
have led to the tremendous success in semantidlyeb
in which data can be automatically processed biyvaoé
agents. Among all essential components of the stea
web, ontology plays the most important role sinte i
makes the extraction and formalization of semantics
possible. Ontology is an explicit formal specifioa on
how to represent the objects, concepts and othiiresn
which are assumed to exist in some area of inteasst
the relationships among them.

Much work related to ontology has been done in
different areas including ontology presentation,
construction and integration. Some researchenssfon
defining common languages for ontology presentation
[2, 3, 4]. The others build ontologies for diffate
applications [5, 6, 7]. The concepts in ontologe a
represented in natural language words. As meaping
words and understanding of concepts differ in céfife
communities, different users might use the samel viar
different concepts, or use different words for game
concept, or they might make different ontological
assumptions about their concepts. Such possible
heterogeneity causes problems in interoperability o
knowledge resources. Due to the heterogeneity and
independency of the data sources and data repesitor
measuring the semantic similarity of two different
ontologies is critical in information retrieval,farmation
integration and semantic web queries [8, 9, 10,12],
Especially when P2P semantic welervices become
popular [13, 14], it is necessary to provide arirentool
for efficiently measuring the semantic similarity tao
ontologies. The semantic web agents in P2P setnanti
network may use the tool to make query routing siens
based on the semantic similarity of the ontologies
provided by semantic web services. Currently ther
such tool available on internet due to the compjeaf
existing ontology comparison algorithms and certain
requirement of human involvement in these algorghm

In this paper, we fill the void by developing a web
service for ontology comparison based on a novedes
refinement algorithm, which builds senses sets to
accurately represent the concepts and semantic
constraints of the input ontologies. The resthid paper
is organized as follows. We first discuss the lgagknd
and existing approaches to ontology similarity peabin
section 2. Then we give the formal definition of
ontology difference based on set theory in seciioWwe
propose our senses refinement (SR) algorithm and



discuss its advantages in section 4. In sectionebyse
experimental studies to prove the efficiency antliescy

of our proposed senses refinement algorithm. \Seuds
the web service implementation issues in section 6.
Finally we give our conclusion and discuss the ritu
work in section 7.

2. Background and existing approaches

Recent studies in semantic web have emphasized on
using ontologies and semantic similarity functions
mechanisms for directing queries across heterogsneo
information repositories. Several approaches Hmen
proposed to deal with the heterogeneity of ont@sgi
One approach is ontology integration by mapping the
different ontologies into a more generic ontolodyb |
16], or by vocabulary heterogeneity resolution [18] of
various ontologies. Once ontologies are integratieel
semantic similarity of entity classes is typically
determined as a function of the path distance betwe
terms in the hierarchical structure underlying stiwred
ontology [19, 20]. The semantic similarity of ewti
classes within the shared ontology can also beulzaéxl
using feature-matching [21] based on charactesistic
objects or information content [9, 10] based on
information theory.

There are two problems existing in ontology
integration approaches. First, building a shanetdlogy
is a very complicated process which is not suitdbte
online semantic web query processes. Second, these
methods are designed to compare entity classesnwith
the ontologies, yet no method has been proposed to
measure the semantic similarity of two ontologies.
Determining the semantic similarity of two ontolegjiis
as important as measuring the semantic similarity o
entity classes within the ontologies. Measuring th
semantic similarity between two ontologies can hupr
grouping and query routing in P2P semantic web
services, as well as identifying potential colladian in
research areas such as GIS and bioinformatics.

The shared ontology idea has been taken to its
extreme by SUMO (Suggested Upper Merged Ontology)
[22]. Sanctioned by IEEE, SUMO suggests building a
merged ontology by sharing ideas from all the adéd
ontologies. The terms in SUMO will be mapped to
WordNet [23] synsets to promote the use of SUMO in
natural language understanding applications. ba is
that ontology designers will design their ontolagi@
natural language and then look for the SUMO entries
WordNet corresponding to the concepts they us¢hao
two different ontology designers will use the sateien
for the same concept. SUMO helps reducing the
complexity of concept mapping, yet it does not addr
the requirement of ontology comparison. Furtheemor
deriving the integrated ontology from a manual emis

automatic process is not suitable for our onlin@asgtic
web query process.

Another approach tries to create a computational
model to assess semantic similarity among entagsds
from different and independent ontologies without
constructinga priori a shared ontology [24]. This
approach uses a matching process to establish links
among ontologies while keeping them autonomous.
However it focuses on the semantic similarity ofitgn
classes and does not allow deep processes duesto th
complexity of matching process. Thus using this
approach to measure the semantic similarity of two
ontologies is not practical.

In this paper, after giving a formal definition of
ontology difference based on set theory, we pro@ose
efficient ontology comparison algorithm that usewael
senses refinement algorithm to convert ontologyasgin
difference measurement into set operations. Ttiaate
goal is to develop an ontology comparison web servi
that can not only address the aforementioned prablia
existing approaches, but also provide accurate
measurement of semantic difference of ontologies by
automatically extracting senses from WordNet.

3. Ontology Difference

Most existing studies focus on measuring the semant
similarity of two entity classes in the same onggi@r in
different ontologies. No definition has been made
address the semantic similarity or difference betwisvo
ontologies. Although most articles use similarity
describe the semantic distance between a pair tif/ en
classes in ontologies, we feel the term “differénfits
more naturally in comparing two different ontolagjie

There are many ways to measure the difference
between two given objects. For numeric data valtes
difference can be calculated by using dissimilarity
formulas. Yet for non numeric type of objects,ist
necessary to correlate non numeric data to numeric
values so that the difference can be quantifiegterdky
defined a similarity measurement model [21] basedei
theory so that difference in characteristics betwee
objects can be evaluated by set operations. This
similarity measurement model is also in agreemerart
information-theoretic definition of similarity [25]

In this paper, we define our ontology measurement
formula based on the normalization of Tversky’'s elod
to give a numeric measurement of ontology diffeeenc
To facilitate set operations, we use senses set to
summarize the semantics of the ontology. A sessés
for an entity class is a set of synonym words degahe
concept of the entity class. A senses set forraalagy
is obtained by extracting synonym words relatedht®
ontology semantics from the senses sets of allemrdn
the ontology. Assume the senses set of Targetagyto



is T and the senses set of Source ontolog$. isThe
difference of setT from setS denoted byT-S, is
defined as

T-S={x|xOTOxOS}

We use cardinality of the senses set to correlze t
non numeric ontology semantics into numeric valliee
cardinality of setT-S indicates how many distinct
synonym words existing in Target sensesTsate not in
Source senses s8t The cardinality of seT represents
the number of distinct synonym words in Target ssns
set T. Thus the semantic difference between two
ontologies can be defined by functiob(T,S) in
following equation:

D(T,S) :@

1
m O

Based on Equation 1, we hav& D(T,S)<1. When
there is no common element between senselsatsl S
i.e., |T-S|=|T], D(T,S)=1. On the other hand, if set
T is a subset of set ST(OS), i.e., |T-S|= 0, then
D(T,S)=0.

This ontology difference measurement formula is not
forced to satisfy symmetry property which is preser
by semantic distance based models [26]. Thathis, t
semantic difference from ontology A to ontology Byn
not be the same as the semantic difference frowiagyt
B to ontology A. Employing such an asymmetric
measurement is important because we must ensure the
ontology difference evaluations sensible to human
judgments, in which cognitive properties of simitiar
play key roles. For instance, assume the sendesf se
ontology A and B ar&, and; respectively. IfS\0 S,
then D(S:,S)=0 and D(Ss, ) >0 . D($,S8)=0
means semantics existing in ontology A is also in
ontology B. On the other han@®(Ss, S») >0 means that
ontology B includes some concepts that are notepien
ontology A. Thus allowing the asymmetry in semanti
difference of ontologies has significant importarioe
information retrieval and semantic web services.
Especially in P2P semantic web services, asymmetric
measurement of ontology difference allows semaeir
agents make proper decisions not only in self-gumiing
the P2P semantic overlay network but also in rgutive
semantic web queries. Similar asymmetric measureme
approach is also adopted by some entity class cisopa
studies [24].

4. Efficient Ontology Comparison

Our proposed ontology measurement tries to cogelat
the non numeric ontology semantics into numeric
cardinality of sets. Using only the concept lab&fighe
entity classes can not yield accurate ontology @impn
results, because the same concept may be repreédsnte

different words in different ontologies. It is mssary to
discover the senses of the concepts to ensureaesat
operations. Thus how to efficiently build sensesthat
can accurately represent the semantics of the agyol
becomes critical in ontology comparison. We prepas
senses refinement algorithm that satisfies boticieffcy
and accuracy criteria.

4.1 SensesRefinement Algorithm

There are many entity classes associated with wgrio
concepts in an ontology. Each concept may haveyman
senses because the evolution of the natural laegbag
produced polysemy that the same word denotes more
than one meaning. Yet not all senses of a corstenild
be included in the senses set for the ontologysidgs
senses, the relations (“is-a” or “part-whole” rada) of
concepts within the ontology also contributes te th
semantics of the ontology. Furthermore, featufeth®
entity classes add constraints to the ontology aénsa
To build a senses set to accurately represent the
semantics of the ontology, we have to answer the
following questions:

* How do we automatically obtain the senses set for

a concept in ontology?

* What senses of a concept should be included in

the senses set for the ontology?

« What senses of a concept should be excluded

from the senses set of the ontology?

* How can we represent the relations of concepts in

the senses set for ontology?

In this paper, we take advantage of the electronic
lexical database WordNet as does in SUMO projétie
difference is that we automatically extract the asym
words and relations from WordNet for our ontology
comparison while they use a manual or semi-aut@mati
process to derive a shared ontology.

We design a proper programming interface to
WordNet so that the senses for a concept can be
automatically extracted and converted into the data
structure used in our senses refinement algoritbm f
senses set construction. Once all senses of theepts
in an ontology are extracted out of WordNet, a @aiv
algorithm to build the senses set for the ontolagyo
union all senses sets of individual concepts in the
ontology. For instance, assum€&{ G, ..., G} are
concepts in ontology O, andS{ S, ..., §} are their
corresponding senses sets extracted from WordNet.
Using the naive algorithm for senses set constrocthe
senses set for ontology O can be calculated as
S =50S,0--05,.

However this naive approach has some problems.
First, the evolution of the natural language haslpced
polysemy that the same word denotes more than one



meaning. Not all senses of a concept should Haded

in the senses set for the ontology. Having uredlat
senses in the ontology senses set will diminish the
accuracy of measuring the ontology difference. o8d¢
having too many unnecessary senses in the senses se
hinders the efficiency of ontology comparison besau
larger number of elements in senses set incursehigh
computation cost for set operations. Third, relai
among entity classes in the ontology have to bldsd

in the senses set so that the semantics of théoggtoan

be accurately represented by the senses set. dite n
algorithm for senses set construction does not raalye
attempt to include relations in the senses set.

To address the aforementioned problems, we propose
a senses refinement algorithm that refines theesegst
of the ontology based on the semantic relationships
between the parent concepts and the children ctsicep
There are two kinds of semantic relationships betwe
the parent concept and the child concept accorting
WordNet. Hyponymy, i.e., “is-a” relation, is theost
common relation used in ontologies. The “is-a’atiein
is transitive and asymmetric, and defines a hibieat
structure in  which concepts inherit the entire
characteristics from their superordinate concepts.
Meronymy is the “part-whole” relation in which tleaild
concept is part of the parent concept. Theseioakt
determine whether a particular sense of a condeptld
be included in the senses set of the ontology. Senses
refinement (SR) algorithm is based on “is-a” relati
since it is the dominate relationship in ontologiebhe
algorithm is depicted in Figure 1.

The senses refinement algorithm explores the ‘“is-a
relations between entity classes in ontology temhgine
whether a particular sense of a concept belongheo
senses set of the ontology. For each parent conitep
algorithm checks whether one of its senses is armym
of at least one synonym word of its children. Inatch
is found, the synonym sets for both the parent ephc
and the child concept are added to the sensed $le¢ 0
ontology. This process repeats until all entitysses in
the ontology are examined. The algorithm retutres t
refined senses set of the ontology.

In “is-a” relation, the child concept is a spedation
of its parent concept in the relationship hierarchgo
each sense of the child concept should be a sjzatiah
of at least one of the senses of the parent concépe
senses of the child concept that are not the dizatian
of any sense of the parent concept do not belorthen
senses set for the given ontology. Similarly agyse of
the parent concept that is not the generalizatioany
sense of its children concepts should not be irexluith
the senses set for the ontology.

For instance, consider the simple ontology depiated
Figure 2.

”

Algorithm SR(Ontology O)
begin
Q={k
P={p|mO && p is a parent in ontology O}
foranypOP
P_flag = false;
S = Senses set of p from WordNet;
C ={c|cisachild of pinontology O }
for anycOC
C_flag = false;
S= Senses set of ¢ from WordNet;
foranysO0S
H = Hypernym set of s from WordNe
foran\hOH
if60S,)
C_flag = true; P_flagrad;
ifh==p)
Xe+" is-a_
Q=Q {x}
else
Q=Q {s}
endif
endif
endfor
endfor
if(IC_flag)
Q=Q@ {ck
endif
endfor
if ('P_flag)
Q=Qo {h}
else
Q=Qu {pk
endif
endfor
return Q;
end

MY

Figure 1. Senses Refinement Algorithm

Figure 2: is-arelation.

The word “java” has three most obvious sensesai.e.
type of Coffee, an object-oriented programming
language, or an island. Since object-oriented
programming language and island are not specializat
of drink, these senses of java do not belong tesémses
set of this ontology. To further specify the rilat
between “drink” and ‘“java”’, the senses refinement



algorithm changes “java” into “java_is-a_drink” the
senses set of the ontology.

4.2 Ontology Comparison Based on SR
Algorithm

Using the proposed senses refinement algorithm, we
design a simple ontology comparison algorithm iguiFé
3. This algorithm takes two ontologies as the inpu
parameters and returns their semantic difference in
numeric value.

Algorithm OntoCmp(Q Oy)
begin

S =SR(Q

T =SR(®

5o1T-s

[T

return D

end

Figure 3: Ontology Comparison Algorithm

To further demonstrate the execution flow of our
ontology comparison algorithm, we apply the aldorit
on some simple ontologies and show the steps &fesen
refinement and ontology comparison. Assume we have
two ontologies, OntoBeverage and OntoPL, defined by
“is-a” relation hierarchy. OntoBeverage in Figdrés a
simple ontology representing two beverages, Jawh an
Beer. OntoPL in Figure 5 is a simple ontology
representing programming language Java. We further
assume OntoBeverage is the target ontology andRnto
is the source ontology.

Beverage

Figure 4. OntoBeverage

Programming
Languages

Object-oriented
programming languages

Figure5: OntoPL

To compare those two ontologies, we need to get the
refined senses sdt for target ontology OntoBeverage
and the refined senses s& for source OntoPL
respectively. First we need to get the conceptstheir

senses with associated hypernyms for those two

ontologies. In this example, we only considertfievel
hypernyms, for more accurate results we can use
hypernyms of higher levels. Table 1 contains the
concepts and the senses with the associated hypgrny
for ontology OntoBeverage obtained from WordNet.

Table 1: Sensesand Hypernymsfor OntoBeverage

Concepts| Senses Hypernyms In Sense
Set?
Beverage| beverage, drink, | food, nutrient Yes
drinkable, potable
Java 1. Java Island No
2. coffee, java beverage, drink, Yes
drinkable, potable
3. Java object-oriented No
programming
language,
object-oriented
programing
language
Beer Beer brew, brewage No

To get the refined target senses Bewve examine all
concepts in the ontology starting from the root capt
Beverage. First the senses set is empty, T.es, { }.
Then we determine what senses of the conceptsdbeul
included in sefl using our senses refinement algorithm.
Looking at the parent concept Beverage and thel chil
concept Java, the hypernyms of the second sense$ se
the child concept Java have common elements wih th
senses of its parent concept Beverage, thus tlsesaet
{beverage, drink, drinkable, potable} for parent concept
Beverage and the senses $etffee, java} for child
concept Java should be included in the sensesf sbé o
target ontology T. Now T = {beverage, drink,
drinkable, potable, coffee, java}. For the first and the
third senses sets of the child concept Java, their
Hypernyms have no common element with the senses of
the parent concept Beverage, thus those sensesifar
concept Java can not be included inTset

In addition to excluding the unrelated senses ef th
concepts, our senses refinement algorithm alsoifggsec
senses to reflect the relationship of child andepfar
concepts. Sometimes the synonyms sets for differen
senses of a concept contain the same word as tieegd
label itself. For example, “java” is the word uskx
child concept label in OntoBeverage. Three différe
senses sets for concept java can be extracted from
WordNet. Among those three senses sets for javg, o
the second senses set can be included in the ssrides
the ontology and the concept label “java” is irsthénses
set. In the meantime, the related parent concepe! |
“beverage” is in the hypernyms set of java. Tlas be
used to identify the “is-a” relation between coricep
“java” and “beverage”. The “is-a” relation can albe



used to differentiate “java” from other senses. rétain

the “is-a” relationship in the senses set for agyl
OntoBeverage, we specify sense “java” as “java_is-
a_beverage”. So the senses set for ontology
OntoBeverage isT = {beverage, drink, drinkable,
potable, coffee, java_is-a_beverage}.

Finally, if a concept does not have a single sé¢hae
matches with one of its parents’ senses or a paless
not have a single sense that matches with hypermfms
all the senses of its children, we just include ¢bacept
label in the senses set of the ontology. Basedhimn
rule, “beer” is added into the refined senses sdorT
OntoBeverage. Thus = {beverage, drink, drinkable,
potable, Coffee, java_is-a_beverage, beer}.

Similarly we can get the concepts and the sensis wi
the associated hypernyms for source ontology OntoPL
from WordNet. They are presented in

Table 2. Using our proposed senses refinement
algorithm, we can get the refined senses set farcso
ontology OntoPL. That i§ = {programming language,
programing language, object-oriented programming,
language, object-oriented programing language,
java_is-a_object oriented programming language}.
Using Equation 1, we get,

D(T,S):—lT_Slzl
IT]

Table 2: Senses and Hypernymsfor OntoPL

Concepts Senses Hypernyms In Sense
Set?

Programming| Programming | Artificial language | Yes
Language language,

programming

lanuage
Object- Object-oriented| Programming Yes
oriented Programming | language,
Programming| Language, programming
Language Object-oriented| lanuage

Programing

Language
Java 1. Java Island No

2. coffee, java beverage, drink, | No
drinkable, potable
object-oriented Yes
programming
language,
object-oriented
programing
language

3. Java

Now let's change the source ontology to another
ontology, OntoDrink, depicted in Figure 6. Ontafikriis
a simple ontology representing some drinks. Now we
want to use this ontology as the source ontology to
compare with the target ontology OntoBeverage shiown
Figure 4.

Com>
G Cad

Figure 6: OntoDrink

Table 3 contains the concepts and the senses hvth t
associated hypernyms for ontology OntoDrink obtdine
from WordNet.

Table 3: Sensesand Hypernymsfor OntoDrink

Concepts | Senses Hypernyms In Sense
Set?
Drink 1. drink, small indefinite No
quantity, small
indefinite amount
2. drink, intemperance, No
drinking, intemperateness
boozing,
drunkenness,
crapulence
3. beverage, food, nutrient Yes
drink,
drinkable,
potable
4. drink body of water, No
water
5. swallow, consumption, No
drink, ingestion, intake,
deglutition uptake
Coffee 1. coffee, java beverage, drink, | Yes
drinkable, potable
2. coffee, coffee | tree No
tree
3. coffee bean, Seed No
coffee berry,
coffee
4. coffee, deep brown, brownness| No
brown, umber,
burnt umber
Cola 1. cola, genus dilleniid dicot No
cola genus
2. cola, dope , soft drink No

Using our senses refinement algorithm, we canfget t
refined senses seb = {beverage, drink, drinkable,
potable, coffee is-a drink, java, cola} for the new
source ontology OntoDrink. As discussed before, we
have already got the refined target senses Tset
{beverage, drink, drinkable, potable, coffee, java is-
a_beverage, beer}. Using equation 1, we get,

p,g =121

These two examples demonstrate how our proposed
ontology comparison algorithm works to measure the
semantic difference of two ontologies based on set
theory. Our ontology comparison algorithm shows th

=0.2857



semantic difference between ontology OntoBeveragke a
OntoPL is 1. It means even though they are udieg t
same concept label for one of their concepts, tiey
representing very different data. Conversely if ovdy
look at the concept labels of Ontology OntoDrinksl a
OntoBeverage, they seem to be totally different.
However, our ontology comparison algorithm reveals
that the difference between these two Ontologigsiss
0.2857. So these two Ontologies represent veritagim
concepts, although they have used different concept
labels.

5. Performance study

Accuracy and efficiency are two criteria in evaiogt
the online ontology comparison tool. We have done
some experimental studies to evaluate our proposed
senses refinement algorithm in terms of those two
performance metrics. Because there is no precedent
work that measures the semantic difference of two
ontologies (existing studies focus on measuring the
semantic similarity of entity classes in ontologiese
will compare our senses refinement algorithm wiik t
naive algorithm for senses set construction diguliss
section 4.1.

5.1 Efficiency of the proposed ontology
comparison algorithm

To evaluate how quickly the proposed ontology
comparison algorithm returns the semantic diffeecat
two given ontologies, we run the evaluated ontology
comparison tools on some simple ontologies predente
Figure 7. We choose these Ontologies because ahost
their concepts have a lot of senses. Thus the sjpeat
in senses refinement and senses specification csHmaul

noticeable when our senses refinement algorithosésl
to construct the senses sets for the ontologies.

We implement our ontology comparison tool using
J2SE 1.4.2. For performance comparison, we also
implement an ontology comparison algorithm based on
the naive algorithm for senses set constructiorithat
loss of generality, we compare each ontology wghbli.

We monitor the processing time for ontology comgami
using different ontology comparison algorithms. eTh
experimental studies are conducted on a desktop
computer equipped with 1.3GHz Intel Pentium M
processor and 512 MB RAM. The evaluated ontology
comparison tools run as Java application under @irsd
XP. The experimental results are depicted in Tdble

Table 4: Processing times using different ontology
comparison algorithms

Ontology Processing Time (milliseconds)
SR Algorithm Naive Algorithm
Onto 5.1.1 0.06 1.03
Onto 5.1.2 0.32 0.59
Onto 5.1.3 0.06 0.26
Onto 5.1.4 0.12 0.29
Onto 5.1.5 0.14 3.21
Onto 5.1.6 0.08 0.66

We must note that the processing time reported in
Table 4 do not include the time for fetching sersed
hypernyms from the WordNet online, because the
response latencies from WordNet online web seraey v
from time to time due to internet traffic and serve
workload. Actually, ignoring this time can givebatter
assessment on efficiency of the ontology comparison
algorithms.

%

Alligators

Un)

Onto5.1.2

o

Onto 5.1.3

ef

Onto5.1.4

Onto5.1.1

Financial
Programming @ Institution
languages
> Gy ()

Onto 5.1.5

Onto5.1.6

Figure 7: Ontologiesfor evaluating efficiency of ontology comparison



Intuitively the naive algorithm for sense constioict
should have better performance in terms of prongdsine
because it simply computes the union of sensesllof
concepts in the ontology. On the other hand, eop@sed
senses refinement algorithm needs to eliminate agssary
senses by investigating the relationships betwescapts.
It also needs to denote the relations in the sesesis All
these processes are more complex than simple wsied
in the naive algorithm.

in comparing the refined senses sets can not casapethe
time that spends on senses refinement.

%2 Accuracy of the proposed ontology

comparison algorithm

To evaluate the accuracy of the proposed ontology
comparison algorithm in measuring the semantictéffice
of ontologies, we run the ontology comparison tool
some simple ontologies presented in Figure 8. Wepare

However, the senses refinement algorithm usuallfhe measurement results with that obtained by tielagy

generates much smaller senses set for a givenoguytaf
the ontology contains a lot of senses. Thus tme tior
calculating the ontology difference is reduced.e Tasults
shown in Table 4 have proven that the processing tf
ontology comparison using our senses refinemetrigthgn
is less than that using the naive algorithm. Westrmote
here that the ontology comparison algorithm using o
proposed senses refinement algorithm may not allkays
faster than that using the naive senses set caotistru
algorithm if the concepts in the compared ontolsgie not
have many different senses. In these cases,nigestving

comparison algorithm based on the naive algoritlom f
senses set construction.

We choose these ontologies because they are very
simple. Thus the accuracy of the ontology comparisan
be easily judged by human observation. The expsriah
results are depicted in Table 5. The ontology canispn
results show that our ontology comparison algoritlsm
more accurate than the ontology comparison algarith
based on naive senses set construction. The agcura
evaluation is based on our subjective judgmentesithe
ontologies are very simple.

Programming
languages
>

Onto5.2.1

Onto 5.2.3

o> S

Onto5.2.4 Onto 5.2.5

X

Onto 5.2.6

Figure 8. Ontologiesfor evaluating accuracy of ontology comparison.

Table5: Ontology differences using different comparison algorithms

Target Ontology | Source Ontology Ontology Difference Value
SR Algorithm Naive Algorithm

Onto 5.2.1 Onto 5.2.2 1.0 0.916
Onto 5.2.2 Onto 5.2.1 1.0 0.818
Onto 5.2.3 Onto 5.2.4 1.0 0.120
Onto 5.2.4 Onto 5.2.3 1.0 0.435
Onto 5.2.5 Onto 5.2.6 0.857 0.3076
Onto 5.2.6 Onto 5.2.5 0.857 0.3076




Obviously we can tell that Onto 5.2.1 is totally
different from Onto 5.2.2, and Onto 5.2.3 and Cad.4
represent entirely different concepts. The seroanti
difference of Onto 5.2.1 and Onto 5.2.2, and theaseic
difference of Onto 5.2.3 and Onto 5.2.4 are clearly
revealed by the ontology comparison algorithm based
our senses refinement algorithm. However the ogiol
comparison tool based on the naive senses set
construction algorithm shows those ontologies hanrae
similarity. Especially, Onto 5.2.3 and Onto 5.2rk
measured as very similar as shown in Table 5 when t
naive senses set construction algorithm is used.

Onto 5.2.5 and Onto 5.2.6 have some similarity
because Onto 5.2.5 expands one child concept ‘ired”
Onto 5.2.6. However Onto 5.2.5 gives more special
meaning to concept red while Onto 5.2.6 represaote
general senses of color white and red. When uSimig
5.2.5 as the target ontology and Onto 5.2.6 asdlece
ontology, we should not expect that semantic dedims
for scarlet and maroon in Onto 5.2.5 are not inethidch
senses set of the concept red in Onto 5.2.6.
semantic difference D(Onto 5.2.5, Onto 5.2.6) sthdad
large since scarlet and maroon contribute 66% ef th
concepts in Onto 5.2.5. Our senses refinementitigo
reveals the difference value of 0.857 while theotogy
comparison based on the naive senses set constructi
algorithm shows a very small difference value 80G6.

Overall, the experimental results prove that theses
sets built by our senses refinement algorithm adely
represent the ontology semantics.

Thus

6. Web servicefor ontology comparison

To provide an online ontology comparison tool, we
integrate our proposed ontology comparison algarith
into a web service [27PntoCmpService, which accepts
a pair of ontologies written in OWL and returns a
numeric value to represent their semantic diffeeenthe
web serviceOntoCmpService make use of the online
electronic lexical database WordNet to generatesesen
sets for the input ontologies. We use J2EE SDKnfro
Sun  Microsystems as our development tool.
OntoCmpService is implemented using JAX-RPC. It has
a single interface class OntolF that specifies web
service methods exposed to the public.

In  OntoCmpService, the exposed method is
ontoCompare which is implemented in the class
Ontolmpl. The wscompile tool converts the Web &erv
interface to a WSDL file. We use Jena 2.1 Semanmtic
framework from HP labs to extract the concept lalaeld
relationships from the input OWL files. The welngéee
is deployed using Sun’s Java systems Applicatianese
The interactions between the client and
OntoCmpService are depicted in Figure 9.

our

Request for -
OntoCmpService WSDL

Returns the WSDL

Sun Java
Application
Server:

OntoCmpService

Client
Call ontoCompare method

_Returns ontology differencp

l

Figure 9: Interactions between client and
OntoCmpService

When a client requests for the ontology comparison
web service, a WSDL file forOntoCmpServiceis
returned to the client. The client then uses thb slass
generated from WSDL file to catintoComparemethod
for ontology comparison.

7. Conclusion and future studies

In this paper, we develop a web service for ontplog
comparison based on our proposed senses refinement
algorithm, which builds senses sets to accurately
represent the semantics of input ontologies. Terses
refinement algorithm automatically extracts serfsem
the electronic lexical database WordNet (localstatied
or online), removes unnecessary senses based on the
relationship among the entity classes of the ogigland
specifies relations and constraints of the concepthe
refined senses set. The senses refinement cortherts
measurement of ontology semantic difference imupks
set operations based on set theory, thus ensuees th
efficiency and accuracy of the ontology comparis@ur
experimental studies show that the proposed senses
refinement algorithm outperforms the naive algonitim
terms of efficiency and accuracy. We believe oebw
service is the first available online measuremeant for
ontology comparison.

The proposed senses refinement algorithm focuses on
“is-a” relations of the entity classes to discouee
semantics of the ontology. Although “is-a” relatiis the
most common relation used in ontology, the “partileh
relations [28], including “part-of”’, “whole-of’ andhas-

a” relations, may be used to further define theolugty
semantics. Furthermore, attributes, functions pards
may be used to denote detailed semantic featurest ab
the entity classes in ontology. We are currently
extending the senses refinement algorithm so theari
integrate the “part-whole” relations and semargitdires

of entity classes into the senses set construdibon
ontology comparison.
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